


Lecture Notes in Computer Science 3776
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
New York University, NY, USA

Doug Tygar
University of California, Berkeley, CA, USA

Moshe Y. Vardi
Rice University, Houston, TX, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Sankar K. Pal Sanghamitra Bandyopadhyay
Sambhunath Biswas (Eds.)

Pattern Recognition
and Machine Intelligence

First International Conference, PReMI 2005
Kolkata, India, December 20-22, 2005
Proceedings

13



Volume Editors

Sankar K. Pal
Indian Statistical Institute
Kolkata 700 108, India
E-mail: sankar@isical.ac.in

Sanghamitra Bandyopadhyay
Sambhunath Biswas
Indian Statistical Institute, Machine Intelligence Unit
Kolkata 700 108, India
E-mail: {sanghami,sambhu}@isical.ac.in

Library of Congress Control Number: 2005937700

CR Subject Classification (1998): I.4, F.1, I.2, I.5, J.3, C.2.1, C.1.3

ISSN 0302-9743
ISBN-10 3-540-30506-8 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-30506-4 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springer.com

© Springer-Verlag Berlin Heidelberg 2005
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 11590316 06/3142 5 4 3 2 1 0



Message from the General Chair

Pattern recognition and machine intelligence form a major area of research and
developmental activity that encompasses the processing of multimedia informa-
tion obtained from the interaction between science, technology and society. An
important motivation for the spurt of activity in this field is the desire to de-
sign and make intelligent machines capable of performing certain tasks that we
human beings do. Potential applications exist in forefront research areas like
computational biology, data mining, Web mining, global positioning systems,
medical imaging, forensic sciences, besides classical problems of optical charac-
ter recognition, biometry, target recognition, face recognition, remotely sensed
data analysis, and man–machine communication. There have been several con-
ferences around the world in the past few decades individually in these two areas
of pattern recognition and artificial intelligence, but hardly any combining the
two, although both communities share similar objectives. Therefore holding this
international conference covering these domains is very appropriate and timely,
considering the recent needs of information technology, which is a key vehicle for
the economic development of any country. The first integrated meeting of 2005,
under this theme, was PReMI 2005.

The objective of this international meeting is to present state-of-the-art sci-
entific results, encourage academic and industrial interaction, and to promote
collaborative research and developmental activities, in pattern recognition, ma-
chine intelligence and related fields, involving scientists, engineers, professionals,
researchers and students from India and abroad. The conference will be held
every two years to make it an ideal platform for people to share their views and
experiences in these areas. Particular emphasis in PReMI 2005 was placed on
computational biology, data mining and knowledge discovery, soft computing,
case-based reasoning, biometry, as well as various upcoming pattern recogni-
tion/image processing problems. There were tutorials, keynote talks and invited
talks, delivered by speakers of international repute from both academia and in-
dustry. These were accompanied by interesting special sessions apart from the
regular technical sessions.

It may be mentioned here that in India the activity on pattern recogni-
tion started in the 1960s, mainly in ISI, Calcutta, TIFR, Bombay and IISc,
Bangalore. ISI, having a long tradition of conducting basic research in statis-
tics/mathematics and related areas, has been able to develop profoundly ac-
tivities in pattern recognition and machine learning in its different facets and
dimensions with real-life applications. These activities have subsequently been
consolidated under a few separate units in one division. As a mark of the signif-
icant achievements, special mention may be made of the DOE-sponsored KBCS
Nodal Center of ISI founded in the 1980s and the Center for Soft Computing
Research (CSCR) of ISI established in 2004 by the DST, Government of India.



VI Preface

CSCR, which is the first national center in the country in this domain, has many
important objectives including distance learning, establishing linkage to premier
institutes/industries, organizing specialized courses, as well as conducting fun-
damental research.

The conference proceedings of PReMI-05, containing rigorously reviewed pa-
pers, is published by Springer in its prestigious Lecture Notes in Computer Sci-
ence (LNCS) series. Different professional sponsors and funding agencies (both
national and international) came forward to support this event for its success.
These include, International Association of Pattern Recognition (IAPR); Web
Intelligence Consortium (WIC); Institute of Electrical and Electronics Engineer-
ing (IEEE): International Center for Pure and Applied Mathematics (CIMPA),
France; Webel, Government of West Bengal IT Company; Department of Science
& Technology (DST), India; Council of Scientific & Industrial Research (CSIR),
India. To encourage participation of bright students and young researchers, some
fellowships were provided.

I believe the participants found PReMI-05 an academically memorable and
intellectually stimulating event. It enabled young researchers to interact and
establish contacts with well-known experts in the field

I hope that you have all enjoyed staying in Calcutta (now Kolkata), the city
of Joy.

September 2005 Sankar K. Pal, Kolkata
General Chair, PReMI-05

Director, Indian Statistical Institute



Preface

This volume contains the papers selected for the 1st International Conference on
Pattern Recognition and Machine Intelligence (PReMI 2005), held in the Indian
Statistical Institute Kolkata, India during December 18–22, 2005. The primary
goal of the conference was to present the state-of-the-art scientific results, en-
courage academic and industrial interaction, and promote collaborative research
and developmental activities in pattern recognition, machine intelligence and
related fields, involving scientists, engineers, professionals, researchers and stu-
dents from India and abroad. The conference will be held every two years to
make it an ideal platform for people to share their views and experiences in
these areas.

The conference had five keynote lectures, 16 invited talks and an evening
talk, all by very eminent and distinguished researchers from around the world.
The conference received around 250 submissions from 24 countries spanning
six continents. Each paper was critically reviewed by two experts in the field,
after which about 90 papers were accepted for oral and poster presentations.
In addition, there were four special sessions organized by eminent researchers.
Accepted papers were divided into 11 groups, although there could be some
overlap.

We take this opportunity to express our gratitude to Professors A. K. Jain,
R. Chellappa, D. W. Aha, A. Skowron and M. Zhang for accepting our invi-
tation to be the keynote speakers in this conference. We thank Professors B.
Bhattacharya, L. Bruzzone, A. Buller, S. K. Das, U. B. Desai, V. D. Gesu, M.
Gokmen, J. Hendler, J. Liu, B. Lovell, J. K. Udupa, M. Zaki, D. Zhang and
N. Zhong for accepting our invitation to present invited papers in this confer-
ence. Our special thanks are due to Professor J. K. Aggarwal for the acceptance
of our invitation to deliver a special evening lecture. We also express our deep
appreciation to Professors Dominik Ślȩzak, Carlos Augusto Paiva da Silva Mar-
tins, P. Nagabhushan and Kalyanmoy Gupta for organizing interesting special
sessions during the conference. We gratefully acknowledge Mr. Alfred Hofmann,
Executive Editor, Computer Science Editorial, Springer, Heidelberg, Germany,
for extending his co-operation for publication of the PReMI-05 proceedings. Fi-
nally, we would like to thank all the contributors for their enthusiastic response.

We hope that the conference was an enjoyable and academically fruitful meet-
ing for all the participants.

September 2005 Sankar K. Pal
Sanghamitra Bandypodhyay

Sambhunath Biswas
Editors
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Data Clustering: A User’s Dilemma�

Anil K. Jain and Martin H.C. Law
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Abstract. Cluster analysis deals with the automatic discovery of the
grouping of a set of patterns. Despite more than 40 years of research,
there are still many challenges in data clustering from both theoreti-
cal and practical viewpoints. In this paper, we describe several recent
advances in data clustering: clustering ensemble, feature selection, and
clustering with constraints.

1 Introduction

The goal of data clustering [1], also known as cluster analysis, is to discover the
“natural” grouping(s) of a set of patterns, points, or objects. Cluster analysis
is prevalent in any discipline that involves analysis or processing of multivariate
data. Image segmentation, an important problem in computer vision, is often
formulated as a clustering problem [2,3]. Clustering has also been used to dis-
cover subclasses in a supervised setting to reduce intra-class variability. Different
writing styles were automatically discovered by clustering in [4] to facilitate on-
line handwriting recognition. Contours of MR brain images are clustered into
different subclasses in [5]. Documents can be clustered to generate topical hier-
archies for information access [6] or retrieval. The study of genome data [7] in
biology often involves clustering – either on the subjects, the genes, or both.

Many clustering algorithms have been proposed in different application sce-
narios (see [8] for a survey). Important partitional clustering algorithms in the
pattern recognition community include the k-means algorithm [9], the EM algo-
rithm [10], different types of linkage methods (see [11]), the mean-shift algorithm
[12], algorithms that minimize some graph-cut criteria (such as [13]), path-based
clustering [14] and different flavors of spectral clustering [3,15]. However, a uni-
versal clustering algorithm remains an elusive goal. The fundamental reason for
this is the intrinsic ambiguity of the notion of natural grouping. Another dif-
ficulty is the diversity of clusters: clusters can be of different shapes, different
densities, different sizes, and are often overlapping (Figure 1). The problem is
even more challenging when the data is high-dimensional, because the presence
of irrelevant features can obscure the cluster structure. Above all, even for data
without any cluster structure, most clustering algorithms still generate spurious
clusters (see [16,17] for a discussion)! All these issues make clustering a dilemma
[18] for the user.
� Research supported by the U.S. ONR grant no. N000140410183.
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(a) Input data
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(b) Clustering Results

Fig. 1. Diversity of clusters. The clusters in this data set, though easily identified by a
human, are difficult to be detected automatically. The clusters are of different shapes,
sizes and densities. Background noise makes the clustering task even more difficult.

In the rest of this paper, we shall describe some recent advances in clustering
that alleviate these limitations for partitional clustering. In Section 2, we exam-
ine how different data partitions in a clustering ensemble can be combined to
discover clusters with high diversity. Feature selection can be performed when
high dimensional data is to be clustered (Section 3). The arbitrariness of clus-
tering can be reduced by introducing side-information – notably constraints on
the cluster labels (Section 4). Finally, we conclude in Section 5.

2 Clustering Ensemble

In supervised learning, it is often beneficial to combine the outputs of multiple
classifiers in order to improve the classification accuracy. The goal of clustering
ensemble is similar: we seek a combination of multiple partitions that provides
improved overall clustering of the data set. Clustering ensembles are beneficial
in several aspects. It can lead to better average performance across different
domains and data sets. Combining multiple partitions can lead to a solution
unattainable by any single clustering algorithm. We can also perform parallel
clustering of the data and combine the results subsequently, thereby improv-
ing scalability. Solutions from multiple distributed sources of data or attributes
(features) can also be integrated.

We shall examine several issues related to clustering ensemble in this section.
Consider a set of n objects X = {x1, . . . , xn}. The clustering ensemble consists
of N different partitions of the data set X . The k-th partition is represented by
the function πk, where πk(xi) denotes the cluster label of the object xi in the
k-th partition, which consists of mk clusters.

2.1 Diversity

How can we generate each of the partitions in the ensemble? While the opti-
mal strategy is probably dependent on the problem domain and the goal for
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performing clustering, there are also some general procedures. One can apply
different algorithms (like k-means, complete-link, spectral clustering) to create
different partitions of the data. Some clustering algorithms like k-means require
initialization of parameters. Different initializations can lead to different clus-
tering results. The parameters of a clustering algorithm, such as the number of
clusters, can be altered to create different data partitions. Different “versions”
of the data can also be used as the input to the clustering algorithm, leading to
different partitions. For example, the data set can be perturbed by re-sampling
with replacement or without replacement. Different feature subsets or projection
to different subspaces can also be used.

Note that these strategies can be combined. For example, the k-means al-
gorithm with different number of clusters and different initializations is used to
create the clustering ensemble in [19].

2.2 Consensus Function

A consensus function is a mapping from the set of N partitions {π1, . . . , πN} in
the clustering ensemble to a consensus partition π∗. Different consensus functions
have been proposed in the literature (Table 1). In this paper, we shall present
two examples of consensus functions: consensus by co-association matrix [19],
and consensus by quadratic mutual information [20].

In consensus by co-association, we compute the n× n co-association matrix
C, whose (i, j)-th entry is given by

cij =
1
N

N∑
k=1

I
(
πk(xi) = πk(xj)

)
; i, j = 1, . . . , n. (1)

Here, I(.) is the indicator function, which is 1 if the argument is true and 0 oth-
erwise. Intuitively, cij measures how many times xi and xj are put in the same
cluster in the clustering ensemble. The co-association matrix can be viewed as a
new similarity matrix, which is superior than the original distance matrix based
on Euclidean distance. The consensus partition is found by clustering with C

Table 1. Different consensus functions in the literature

Method Key ideas
Co-association
matrix [19]

Similarity between patterns is estimated by co-association; single-
link with max life-time is used for finding the consensus partition

Mutual Infor-
mation [20]

Maximize the quadratic mutual information between the individual
partitions and the consensus partition

Hyper-graph
methods [21]

Clusters in different partitions are represented by hyper-edges; con-
sensus partition is found by a k-way min-cut of the hyper-graph

Finite mixture
model [20]

Maximum likelihood solution to latent class analysis problem in the
space of cluster labels via EM

Re-labeling and
voting [22]

Assuming the label correspondence problem is solved, a voting pro-
cedure is used to combine the partitions
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(a) Input data (b) Result of cluster ensemble

(c) Dendrogram based on co (d) Dendrogram based on Euclidean
distances computed in (a)

Fig. 2. Example of consensus partition by co-association matrix in [19]. The number
of clusters (2 in this case) is determined by the lifetime criteria. Note that the co-
association values lead to a much more clear-cut dendrogram than Euclidean distances.

as the similarity matrix. The single-link algorithm is used, because the “chain-
ing” behavior in C is often desirable. The number of clusters is determined by
maximizing the lifetime. The lifetime of a partition with K clusters is defined
as the range of threshold values on the dendrogram that leads to the identifica-
tion of the partition. The longer the lifetime, the more stable the partition upon
data perturbation. A simple illustration of this consensus function can be seen
in Figure 2. Additional experimental results can be found in [19].

One drawback of the co-association consensus function is its O(n2) memory
requirement. A consensus function that uses only O(n) memory was proposed in
[20]. It is based on the notion of median partition, which maximizes the average
utility of the partitions in the ensemble with respect to the consensus parti-
tion. Formally, we seek π∗ that maximizes J(π∗) =

∑N
k=1 U(π∗, πk)/N , where

U(π∗, πk) denotes a utility function. The utility function based on mutual infor-
mation is advocated in [20]. Define a random variable Xt that corresponds to
the cluster labels of the objects in πt. The joint probability p(Xt = i,Xs = j)
is proportional to the number of objects that are in the i-th cluster for the par-
tition πt and in the j-th cluster for πs. The similarity/utility between πt and
πs can be quantified by Shannon mutual information I(Xt, Xs): it takes the
largest value when πt and πs are identical, and the smallest value when πt is

ion
matrix

associat
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“independent” of πs. However, maximizing I(Xt, Xs) is difficult. Instead, the
qualitatively similar generalized mutual information is used:

Iα(Xt, Xs) = Hα(Xt)−Hα(Xt|Xs)

Hα(Xt) = (21−α − 1)−1

(
mt∑
i=1

P (Xt = i)α − 1

)
α > 0, α �= 1

(2)

Note that Hα(Xt) is the Renyi entropy with order α. When α = 2, the above
quantity is known as the “quadratic mutual information”, and it is proportional
to the category utility function proposed in [23]. Because of this equivalence, the
consensus partition that maximizes the sum of the quadratic mutual information
can be found by the k-means algorithm in a new feature space. Specifically, let yik

be a vector of length mk, where the j-th component of yik is 1 if πk(xi) = j, and
0 otherwise. A new feature vector for the object xi is obtained by concatenating
yik for different k. The new pattern matrix is then standardized to have zero
column and row means. Running k-means on this new pattern matrix gives us
the consensus partition that maximizes the quadratic mutual information. Note
that the number of clusters in the consensus partition π∗ is assumed to be known
for this consensus function. Empirical study in [20] showed that this consensus
function outperformed other consensus functions over a variety of data sets.

2.3 Strength of Components

Combining multiple partitions can lead to an improved partition. Is the im-
provement possible only when the individual partitions are “good” and close to
the target partition? Another way to phrase this question is: will the clustering
ensemble still work if the clustering algorithms used to generate the partitions
in the ensemble are “weak”, meaning that they give only a slightly better than
random partition? In [20], two different types of “weak” algorithms were consid-
ered. The first is to project the data randomly on a 1D space and run k-means
on the resulting 1D data set. The second is to split the data in the space of
given features into two clusters by a random hyperplane. Note that computing
a partition by these weak algorithms is very fast, and this allows one to create
a large clustering ensemble. It turns out that, despite the poor quality of each
of the partitions in the ensemble, the consensus partition is meaningful and can
even outperform the results of combining strong partitions [20]. A similar idea of
combining the clustering results by projecting to random subspaces was explored
in [24].

2.4 Convergence

Is the success of clustering ensemble purely empirical? In [25], a theoretical
analysis of the utility of clustering ensemble was performed. The analysis is based
on the premise that each partition in the ensemble is a “corrupted” version of
the true, but unknown, partition π̃. Two different partition generation models
were considered. In both cases, the consensus partition π∗ is more likely to be
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equal to π̃ than individual partitions in the ensemble, and π∗ converges to π̃ as
the number of partitions in the ensemble increases.

In the first model, a noise process F (.) first corrupts the labels of π̃ in an
identical and independent manner, followed by a process T (.) that permutes the
labels, in order to generate πk. The consensus function is plurality voting [22],
where the Hungarian algorithm is first applied to inverse T (.). The label of each
object in the consensus partition π∗ is found by voting on the cluster labels in
the ensemble. It can be shown that, as N goes to infinity, the probability that
π∗ is the same as π̃ goes to one, despite the fact that (i) plurality voting is used
instead of majority voting, and (ii) the Hungarian algorithm may undo the effect
of T (.) erroneously.

In the second model, a distance function d(πt, πs) on two partitions in the
space of possible partitions P is assumed. Note that d(πt, πs) needs not sat-
isfy the triangle inequality. Some example distance functions for two parti-
tions can be found in [26]. The observed partition πk is a corrupted version
of π̃, which is generated according to a probability distribution p(πk|π̃). Un-
der some mild assumptions on p(πk|π̃), the consensus by median partition,
π∗ = argminπ

∑N
k=1 d(π, πk), converges to π̃ at an exponential rate when N

goes to infinity.

3 Feature Selection in Clustering

Clustering, similar to supervised classification and regression, can be improved
by using a good subset of the available features. However, the issue of feature
selection in unsupervised learning is rarely addressed. This is in sharp contrast
with supervised learning, where many feature selection techniques have been
proposed (see [27,28,29] and references therein). One important reason is that
it is not at all clear how to assess the relevance of a subset of features without
resorting to class labels. The problem is made even more challenging when the
number of clusters is unknown, since the optimal number of clusters and the opti-
mal feature subset are inter-related. Recently, several feature selection/weighting
algorithms [30,31,32,33] for clustering have been proposed. We shall describe the
algorithm in [33], which estimates both the importance of different features and
the number of clusters automatically.

Consider model-based clustering using a Gaussian mixture. The algorithm in
[33] begins by assuming that the features are conditionally independent given the
(hidden) cluster label. This assumption is made regularly for models involving
high-dimensional data, such as naive Bayes classifiers and the emission densities
of continuous hidden Markov models. Formally, the density of the data y is
assumed to take the form p(y) =

∑k
j=1 αj

∏d
l=1 p(yl|θjl), where αj is the weight

of the j-th component/cluster and θjl is the parameter of the j-th component
for the l-th feature. The j-th cluster is modeled by the distributions p(yl|θjl)
with different l, and they are typically assumed to be Gaussians.

The l-th feature is irrelevant if its distribution is independent of the class la-
bels. In other words, it follows a common density q(yl|λl) which is parameterized
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by λl, and is the same irrespective of the value of j. The form of q(yl|λl) reflects
our prior knowledge about the distribution of the non-salient features, and it
can be assumed to be a Gaussian. Denote the saliency of the l-th feature by ρl.
The higher the saliency, the more important a feature is. With the introduction
of ρl and q(yl|λl), the density of y can be written as

p(y) =
k∑

j=1

αj

d∏
l=1

(
ρlp(yl|θjl) + (1− ρl)q(yl|λl)

)
, (3)

where there are k clusters for the d-dimensional vector y. The saliencies of dif-
ferent features, together with the cluster parameters, can be estimated by max-
imizing the log-likelihood. Because of the need to estimate k automatically, the
minimum message length (MML) criterion [34] is adopted. The optimal param-
eters {αj, ρl, θjl, λl} can be found by an EM algorithm [33].

One key property of that EM algorithm is its pruning behavior, which can
force some of the αj to go to zero and some of the ρl to go to zero or one
during parameter estimation. Therefore, the algorithm is initialized to have a
large number (greater than the true number) of clusters. The redundant clus-
ters will be pruned by the algorithm automatically. This initialization strategy
(first proposed in [35]) can also alleviate the problem of poor local minimum.
Experimental results and further details on the algorithm can be found in [33].

4 Clustering with Constraints

In many applications of clustering, there is a preference for certain clustering
solutions. This preference or extrinsic information is often referred to as side-
information. Examples include alternative metrics between objects, orthogonal-
ity to a known partition, additional labels or attributes, relevance of different
features and ranks of the objects. The most natural type of side-information in
clustering is a set of constraints, which specifies the relationship between clus-
ter labels of different objects. A pairwise must-link (must-not-link) constraint
corresponds to the requirement that two objects should be placed in the same
(different) cluster. Constraints are naturally available in many clustering appli-
cations. For instance, in image segmentation one can have partial grouping cues
for some regions of the image to assist in the overall clustering [36]. Clustering
of customers in market-basket database can have multiple records pertaining to
the same person. In video retrieval tasks, different users may provide alternative
annotations of images in small subsets of a large database; such groupings may
be used for semi-supervised clustering of the entire database.

There is a growing literature on clustering with constraints (see [37] and
the references therein). We shall describe the algorithm in [37], which tackles
the problem of model-based clustering with constraints. Let Yc and Yu be the
set of data points with and without constraints, respectively. Clustering with
constraints is performed by seeking the cluster parameter Θ that explains both
the constrained and unconstrained data well. This is done by maximizing

J(Θ) = (1 − γ)L(Yc;Θ) + γL(Yu;Θ), (4)
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(a) Input Image (b) 1% and 5% sites in
constraints

(c) 10% sites in con-
straints

Fig. 3. Results of image segmentation. (a): input image. (b): segmentation result with
1% and 5% of sites in constraints. (c): segmentation result with 10% sites in constraints.

where L(Yc;Θ) and L(Yu;Θ) are the log-likelihood of the data points with and
without constraints, respectively, and γ is the tradeoff parameter. The term
L(Yu;Θ) is defined as in the standard mixture distribution. To define L(Yc;Θ),
a more elaborate distribution that considers the constraints is needed.

Let zi be the cluster label of the data yi. Let S and D be the set of must-link
and must-not-link constraints, respectively. The number of violations of must-
link and must-not-link constraints can be written as

∑
(i,j)∈S I(zi �= zj) and∑

(i,j)∈D I(zi = zj), respectively. By using the maximum entropy principle with
λ+ and λ− as the Lagrange parameters, one can arrive at a prior distribution
for the cluster labels z1, . . . , zm that participate in the constraints:

p(z1, . . . , zm) ∝ exp
(
−λ+

∑
(i,j)∈S

I(zi �= zj)− λ− ∑
(i,j)∈D

I(zi = zj)
)
. (5)

This prior distribution on zi, together with the component density p(yi|zi),
yields the log-likelihood L(Yc;Θ). A mean-field approximation is applied to the
posterior distribution of the cluster labels to keep the computation tractable. An
EM algorithm can be derived to find the parameter Θ that maximizes J(Θ). The
algorithm is fairly efficient, and is of similar computational complexity to the
standard EM algorithm for estimating a mixture distribution. Figure 3 shows
the results of applying this algorithm to an image segmentation task.

5 Conclusion

Data clustering is an important unsupervised learning problem with applications
in different domains. In this paper, we have reviewed some of the recent advances
in cluster analysis. Combination of data partitions in a clustering ensemble can
produce a superior partition when compared with any of the individual parti-
tions. Clustering of high-dimensional data sets can be improved by estimating


